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ABSTRACT

Popular in the nineties, 3D visualization has since garnered much
criticisms. While historically the vast majority of 3D visualization
evaluations have been based on the classical Brunelleschi’s perspec-
tive rendering, today new questions are raised with the recent access
to high quality stereoscopic representations. Do these new inter-
faces offer improvements over the traditional 3D counterparts? This
paper describes a comparative evaluation of monoscopic 3D and
stereoscopic 3D for an important problem in graph visualization:
the detection of communities. Our results show that stereoscopic
3D outperforms both 2D and monoscopic 3D in the task resolution.
The 2D condition always yields the lower response times. Mono-
scopic and stereoscopic 3D obtain similar response times. A com-
plementary study based on an original methodology reveals that
these apparent similarities actually correspond to different interac-
tion strategies -rotations around the graph-. Under the monoscopic
condition, participants tend to explore the display space more thor-
oughly while under the stereoscopic condition, they seem to favor
the adoption of a smaller set of viewpoints on the graph.

Index Terms: H.5.m [Information Interfaces and Presentation
(e.g. HCI)]: Miscellaneous—

1 INTRODUCTION

3D has been considered as “a prejudicial epiphenomenon” by one
of the major figures of the graph drawing community [8]. Even
if pioneering works date back from the sixties [18], focus on 3D
graph drawing was strong in the nineties when new 3D display
hardware became available. Classical aesthetics were extended to
3D for the most employed models: 3D orthogonal drawing [2, 10],
convex [4], straight line drawing [14]. Beside theoretical results for
complexity and area or volume bounds [26, 14], various prototypes
were developed. But it is clear that their expansion was short and,
despite some recent attempts for applications (e.g. [29]), most of
the current research still concerns 2D layouts. Even if 3D was
shown to be preferred by users in some experiments in the context
of information visualization [15], the main criticism for graph
drawings is the lack of intelligibility of its renderings especially for
dense and large graphs.

This criticism seems at variance with the intuitive idea that we
can represent more data on a 3D layout by taking advantage of the
depth perception. The mechanisms implied in depth perception
have been widely studied in the literature [7, 19]. These so called
depth cues come from different sources of information: ocular
(accommodation and convergence), pictorial (shading, size and
occlusion), dynamic (motion cues) and stereopsis (binocular
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disparity). While the relative importance of the different depth cues
is still an open question, the current consensus seems to state that
they are complementary, and that the quality of a 3D representation
is strongly correlated with the effectiveness of the depth perception
it conveys [3]. It is important to note that the vast majority of the
3D drawing approaches, which rely on tri-dimensional views based
on the classical Brunelleschi’s perspective rendering, ignores the
binocular disparity.

However, recent technologies allow for stereoscopic representa-
tions of high quality which offer another experience of 3D. Com-
pared to monoscopic 3D renderings, different experiments have
highlighted several worthwhile properties: (1) it allows for a bet-
ter estimation of relative depths [7], (2) it eases the visualization of
specific objects through an important visual clutter [23], (3) it al-
lows for the perception of camouflaged objects [31], (4) it eases the
perception of curved surfaces and textures [16] and (5) it dampens
the impact of several image degradations (noise, low contrast, low
definition...) [23]. Even if some of them are still debated, percep-
tion in stereoscopic 3D is undoubtedly different from monoscopic
3D. Consequently, we claim that the “3D status” should be recon-
sidered in visual analytics especially for graph exploration.

1.1 Stereoscopy for graph exploration
A pioneering study about the impact of stereoscopy on graph
analysis was carried out by Ware and Franck in 1996 [32]. The
considered task was the identification of paths between two
highlighted vertices, and the results in stereoscopy outperformed
those in 2D for larger graphs (which were here bounded by 300
vertices). The experiment was reproduced ten years later [33] in
an improved environment with a significantly higher resolution
and screen refresh rate. The results showed that the parallax and
stereoscopic depth cues seemed to be complementary and that
they allowed users to carry out the task on graphs with up to 1000
vertices with less than 10% error. This is an order of magnitude
greater than in 2D. More recently, Alper et al. [1] showed the
benefits of the combination of 2D and stereoscopy (referred as 2.5
D) for neighbor and mutual neighbor identification and counting.
By default, all the vertices are laid out in 2D, but when a group of
vertices is selected, they are brought on a nearer plan in front of the
user. Comparison of the 2.5D with a full stereoscopy showed no
differences for the performance errors -except for a counting task
of highlighted vertices- and showed lower response times for the
2.5 D.

All these experiments are concerned with local tasks (e.g. ver-
tex or short path identification). However it is well-known in graph
visual analytics [21] that “higher level” tasks (e.g. community de-
tection) are involved in the exploration process. In a previous pa-
per, we compared user performances for counting the communi-
ties on graph layouts obtained with a classical energy model and
displayed in 2D, monoscopic 3D and stereoscopy [15]. The re-
sults showed that 2D outperformed the other renderings for “easy”
graphs with a well-defined structure in communities, whereas for
“complex” graphs with community overlapping, the best results



were obtained with stereoscopy. Whatever the result quality, there
was no significant difference between the response times for the two
3D conditions and the shortest times were always reached in 2D.
This first experiment has underlined the potential of stereoscopy for
graph exploration. However, as a pioneering work, the experimen-
tal protocol was totally unsupervised and the classes of complexity
(“easy”, “medium”, “complex”), which were discovered a posteri-
ori during the performance analysis, had a heterogeneous statistical
distribution of the graphs which makes the validation tricky.

1.2 Content of the paper

We here focus on the community detection task in a node-link lay-
out as it is one of the major tasks in the exploration process for high-
lighting the overall organization of the graph topology. The main
contributions of the paper are about two complementary questions.

The first question reexamines the debate ”3D or not 3D” set in
the early 2000s [5]: stereoscopic 3D, monoscopic 3D or not 3D?
We have repeated the experience quoted above with a new protocol
and new participants. We have only considered a greater number of
graphs with a certain degree of community overlapping: 270 graphs
were shown for the three conditions to 18 participants. And, for a
pairwise comparison each layout was examined twice for the three
conditions. The results confirm the previous ones: performances
with stereoscopic 3D outperform those with both monoscopic 3D
and 2D, and the time responses are similar for the two 3D condi-
tions and smaller for the 2D one.

The second question is concerned with the user interactivity dur-
ing the exploration process: are the interactions with the layouts
similar in stereoscopic 3D and monoscopic 3D ? If the short re-
sponse time can be easily explained for the 2D condition by an ab-
sence of interactions, we explore whether the time similarity for
the two 3D conditions corresponds to similar interaction behaviors
or not. Interaction is indeed a crucial component in a data mining
process [17], but its understanding in data analytics is still in its in-
fancy, and as far as we know, it has never been analyzed for graph
exploration in stereoscopy.

In our experiment, interactions on the layouts were intentionally
restricted to rotations around the graph barycenters. We filmed the
participants, and the video recordings have suggested interaction
differences between the two restitutions. In stereoscopic 3D,
participants seem to focus their attention on restricted areas of
the layouts, whereas in monoscopic 3D their exploration seems
more uniform. To quantify these differences, we first compare the
total distance traveled by the mouse pointer and the proportion
of its direction changes during the layout explorations. Then,
we compute heatmaps of the time spent by each user on the
different graph viewpoints. Each heatmap is deduced from a
triangulation of a bounded sphere of each graph layout. Our
analysis confirms the observed behavioral differences between the
two 3D conditions and the results suggest different strategies for
the community detection task in monoscopic 3D and in stereoscopy.

The rest of the paper is organized as follows. Section 2 describes
the experimental design. Section 3 compares the community detec-
tion efficiency of the three experimental conditions and Section 4
details the analysis of the interactions in 3D.

2 EXPERIMENTAL DESIGN

Due to the lack of a standard terminology, let us first precise the
three experimental conditions considered in this paper. A 2D dis-
play is restricted to a classical Euclidean bi-dimensional space. It
does not require any depth cue. A monoscopic 3D display (re-
ferred to as “mono 3D” in the following) results from a classical
Brunelleschi linear perspective projection. A stereoscopic 3D dis-
play (“stereo 3D”) is deduced from a mono 3D display to which a

binocular disparity is added. The different depth cues involved in
the evaluation are summarized in Table 1.

2.1 Graph layout and interaction
It is well-known that the interpretation of a graph closely depends
on the layout algorithm [27]. The importance of the community
detection in graph mining has led to the development of various
algorithms (eg: [24]). However, many of them are intrinsically
dependent on the bi-dimensionality of the embedding space, and
their comparison with mono and stereo 3D restitutions would im-
ply deeply different layouts. There is no doubt about the interest of
such a comparison but it sets open questions which go beyond the
objectives of this paper. Consequently, to limit bias as much as pos-
sible, we have selected a force-directed approach which is directly
applicable to the three experimental conditions. The Fruchterman-
Reingold algorithm is one of the most popular algorithms for cre-
ating straight-line drawings of undirected graphs which highlight
communities [25, 9]. We first compute a layout of each graph in
respectively R2 and R3 with the same algorithm with 10 000 iter-
ations to limit any convergence bias. Then, we project the vertex
coordinates on the screen -associated to a Cartesian coordinate sys-
tem centered on the screen center- with a classical perspective pro-
jection. For the stereo 3D, two viewpoints are used with a slight
horizontal shift to mimic the actual separation between the eyes ac-
cording to the recommendation of [13]. We use a 120Hz display
and the synchronization between each eye and the corresponding
projection is achieved with shutter glasses allowing a smooth frame
rate of 60Hz per eye.

User interactions with a layout are restricted to rotations around
the center of gravity of the vertex positions (graph barycenter).
More precisely, users can perform a motion on the graph by using
an arcball technique [28] that allows them to spin their viewpoints
(1◦ for 10 pixels) with a classical wireless mouse whose driver pa-
rameters (sensitivity, material acceleration off) are constant during
the experimentation. This technique ensures that users keep the
graph in sight contrary to free view techniques, and some exper-
iments suggest that rotational object motion conveys better depth
perception than translational object motion [6]. Other interactions
are implemented in our experimental framework. But due to the
absence of previous works, we have preferred to first focus on the
most important interaction for the task.

2.2 Apparatus
The layouts are displayed in shades of white on a black background
using an anti aliasing algorithm to improve the quality of the dis-
play. The visual restitution is on a white painted wall by an ACER
H5360 3D projector (2.30× 1.30m2 screen) with a resolution of
1280× 720 pixels (view angle of 0.05◦ for a pixel in the center of
the screen). Like most recent experiments with stereo 3D, we use
active stereoscopy with Nvidia 3D Vision Shutter glasses which are
worn throughout the experiment to maintain the same luminosity
level for each layout. Computations ran on an Intel Core 2 Duo
(3.00Ghz) E8400 processor, with 4 GB of RAM and an NVidia
Quadro FX 3800 GPU.

Participant answers (number of detected communities) are en-
tered with a touch screen tablet PC: different numbers are proposed
(between 1 and 15, plus “don’t know”) and participants touch the
corresponding number.

2.3 Graph databases
Roughly speaking, the objective was to generate graphs with more
or less complex structures in communities. Different models were
proposed in the literature [11]. Here we used a classical simple one
which generates different topologies depending on the proportion
of edges within (resp. between) the communities [12]. The generic
model G(k; nv; pint ; pext ) depends on four parameters : the number



Depth Cue 3D Stereo 3D Mono Implementation

Binocular Disparity Yes No Two horizontally separated parallel viewpoints along with active stereo glasses
Motion Cues Yes Yes Graph rotation in the display space with a mouse

Relative Size* Yes Yes Linear perspective projection (OpenGL)
Occlusion Yes Yes 3D rendering and Fruchterman layout in 3D allowing occlusion
Shading* Yes Yes Gouraud shading with a light source located above the viewpoint

Table 1: List of the main depth cues involved in the evaluation. (*) A 16× anti aliasing algorithm enhances the quality of these cues.

k of a priori communities, the number nv of nodes per community,
the probability pint (resp. pext ) of an edge between two nodes be-
longing to the same community (resp. different communities).

In a previous work, we tested various parameter combinations
[15]. We here restrict ourselves to combinations which generate
a class of graphs with a high probability of community structure
which is not obvious to detect. We generated 135 graphs from
all the combinations of the following parameters: k ∈ [4 . . .12],
nv = 30, pint ∈ [0.6;0.7;0.8] and pext ∈ [0.04;0.05; . . . ;0.08]. The
parameter nv is constant to ensure that the task is only affected by
the complexity ratio pext/pint (overlapping factor) and the num-
ber of communities k. Class size variations should be explored in
the next future but our initial trials have shown that the impact of
community overlapping is more important.

2.4 Experimental procedure

The 135 graphs were randomly distributed in 9 non overlapping
subsets of 15 graphs. Each subset was viewed under the 3 condi-
tions (2D, mono 3D, stereo 3D) by two participants. Consequently,
there were 9×2 = 18 participants who each analyzed 15×3 = 45
layouts.

The 2D condition was always viewed between the two 3D con-
ditions, and to limit bias the order was inverted for the participants
having the same subset (stereo 3D-2D-mono 3D and mono 3D-2D-
stereo 3D).

Participants were asked to estimate the number of communities
displayed as fast as possible. At the end of each condition, a mes-
sage appeared to indicate the end and the beginning of the following
one. The average task completion time was 15 minutes (28 minutes
at most).

Before the experiment, a few questions were asked to partici-
pants to gather their experience on visualization. A description
sheet was handed out to briefly explain the experimental process,
and a quick demo presented the different viewing methods with an
easily readable layout. Then, to get familiar with the system, the
participants had to go through a training session of 3 layouts of
increasing complexity for each condition. We took advantage of
this training session to ensure that each participant had an accept-
able stereoscopic acuity by asking, for several pairs of nodes, which
were the closer and farther away.

2.5 Participants

Aged from 20 to 44 with a right handed use of the mouse, all the
participants (13 males, 5 females) were computer science students
or researchers. Four subjects had never visualized any stereoscopic
material, and two were not familiar with 3D software such as video
games. Fortuitously, no left-handed people took part to the exper-
iment but it allowed us to discard some potential bias due to dif-
ferences in visual perception between left-handed and right-handed
people [20] which might impact depth perception.

3 COMMUNITY DETECTION EFFICIENCY AND RESPONSE
TIMES

For each layout, the error in the community detection is defined
by the difference Ek = |kp− kans| between the a priori number of
communities kp from the graph generation model and the partici-
pant answer kans.

Over all the trials, the average error of the 3 conditions are:
(2D) Ek2D = 2.7, (mono 3D) EkM = 2.5, (stereo 3D) EkS = 1.8.
And there is a statistically significant difference between the
three conditions (with a Kruskal-Wallis test: X2(2) = 18.96,
pvalue < 0.0001). A pairwise post-hoc analysis with a Bonferroni
correction shows that the 2D and the mono 3D conditions are
associated with a significantly higher Ek error than the stereo 3D
condition (resp. W (269) = 79770, zvalue = 4, pvalue < 0.0001, and
W (269) = 24560, zvalue = 4.16, pvalue < 0.0001). The comparison
between the 2D and mono 3D conditions yields no statistical
significance.

The response times are the following: (2D) 10sec; (mono
3D) 17sec, (stereo 3D) 17.3sec. These response times are sig-
nificantly different (with a Kruskal-Wallis test: X2(2) = 139.5,
pvalue < 0.0001) and they are significantly shorter for the 2D con-
dition whereas there is no statistical difference between the two
3D conditions (with a Bonferroni correction: W (269) = 55062,
zvalue = −9.91, pvalue < 0.0001 for 2D vs stereo 3D ; W (269) =
53949, zvalue = −10.52, pvalue < 0.0001 for 2D vs mono 3D ;
W (269) =−3098, with zvalue =−1.21, and pvalue = 0.22 for mono
3D vs stereo 3D).

These results lead to the following question: do the similar re-
sponse times in the two different 3D conditions correspond to sim-
ilar interaction behaviors or not? In the following, we compare
how the participants explore the different regions of the graph lay-
outs in 3D. Let us remark that due to our probabilistic model of
graph generation, a restrictive subset of layouts (63) a posteriori
appeared easy for the task with a response time smaller than 3s for
one of the two 3D conditions. We do not consider them for the in-
teraction study. Note that their cancellation from the database does
not change the conclusion of the response time comparison (TM =
18.4sec, TS = 18.6sec).

4 INTERACTIONS IN 3D

As recalled by Keim et al [17], “visual analytics is more than only
visualization”. It combines visualization with data analysis and hu-
man factors, and interaction plays a key role in the data exploration
process. There is a huge literature in HCI dedicated to the analysis
of interactions with a mouse. But, in numerous studies, the mouse
trajectories are restricted to point-and-select tasks and the optimal
trajectories are known. However, in data exploration, the optimal
sequence of interactions to solve a task is most of the time a priori
unknown. As shown by Keim and others, visual analytics consists
of a feedback loop where interactions alter the visual restitution
to enhance the user understanding of the data (see visual analytics
pipeline [30]). Therefore, the study of interactions is problem and



data specific. But, to the best of our knowledge, there is no con-
sensual framework for studying interactions in the context of visual
analytics. Thus, in this section we present an original approach for
the community detection problem in 3D graph layouts. Two inter-
action aspects are analyzed: the mouse pointer movements and the
viewpoints on the layouts taken by the users.

4.1 Pointer movements
We compare the total distance traveled by the pointer and the pro-
portion of direction changes. For both 3D condition and each lay-
out we recorded the coordinates of the mouse pointer on the screen
every millisecond. The pointer is not visible to the users. Let us
denote by O = (0,0) the origin of the screen center. For the mea-
sure computation we have retained the coordinates of the position
changes. The starting position (x0 = 0,y0 = 0) of the pointer is
centered in O and (xi,yi), i = 1 . . .n, denotes the i-th position of the
pointer s.t. (xi,yi) 6= (x0,y0) with n the number of changes between
two consecutive positions of the mouse. Once a pointer movement
(xi,yi) is recorded, the pointer position is reset to (x0,y0) to allow
infinite movements along any direction (which would otherwise be
bounded by the screen resolution).

The total distance Dt covered by the pointer is defined by Dt =

∑
n
i=0

√
x2

i + y2
i . Results for the two 3D conditions are given in Table

2. The difference is not statistically significant (W (206) = 44893,
zvalue = 1.5937, pvalue = 0.1). This observation is consistent with
the similarity of the response times.

Condition min max avg std

Stereo 3D 682 45200 7398 6371
Mono 3D 564 38143 7651 5719

Table 2: Statistics of the total distance (Dt) measure.

The so-called “alternation ratio” (AR) evaluates the proportion
of direction changes. It is inspired by the “movement direction
changes” and the “orthogonal direction changes” [22] commonly
used in HCI to evaluate distortions relative to an optimal trajec-
tory. Here the presence/absence of a direction change is defined by
a function angi of the angle between the line passing through the
origin and the pointer position and the x-axis :

angi>1 =

 1 if sign(cos(xi,yi)) 6= sign(cos(xi−1,yi−1))
1 if sign(sin(xi,yi)) 6= sign(sin(xi−1,yi−1))
0 otherwise

(1)

The alternation ratio is the ratio between the number of direction
changes and the number of position changes: AR = ∑

n
i=1 angi
n−1 . Re-

sults are given in Table 3. The difference is significant (W (206) =
35157, zvalue = −6.4035, pvalue < 0.001): position changes are
more often associated with direction changes in 3D stereo than in
3D mono. Under the 3D mono condition, participants tend to move
the pointer in a “linear fashion” while under the 3D stereo condi-
tion, the pointer positions are prone to backtracking. This observa-
tion suggests that, as observed on the videos, the exploration of the
graphs differ between the conditions.

4.2 Viewpoint analysis
In order to compare the behaviors at a macroscopic level, we ana-
lyze the time spent by users on the different parts of the 3D layouts.
The spatial time distribution is represented by a heatmap computed
from a triangulation of a bounding sphere of the graph layout.

More precisely, for a given layout, we first compute a triangula-
tion of its minimal radius bounding sphere with a fixed number of

Condition min max avg std

Stereo 3D 0.14 0.79 0.38 0.11
Mono 3D 0.07 0.62 0.31 0.10

Table 3: Statistics of the alternation ratio (AR) measure.

equally sized triangles (set here to 8000 which is a good trade-off
between the required precision and the computation time) (figure
2a). Then, for each viewpoint, we classically deduce the “visible
triangles” which are the triangles on the sphere belonging to the
cone defined by the viewpoint position and the tangent to its direc-
tion on the sphere (figure 2b). The times spent on the viewpoint
positions are added for each visible triangle. The distribution of
the time values on the triangle set is represented by a heatmap (fig-
ure 2): the red (resp. blue) zones correspond to areas of the layout
which are often (resp. rarely) in the field of view.

The spatial Shannon’s entropy of the time values allows the
highlighting of the presence of macroscopic patterns: H =
−∑

m
j=1 p(t j)logp(t j) with m the number of distinct observed time

values t j and p(t j) their observed frequencies on the triangulated
sphere. Highest values of the entropy correspond to a uniform dis-
tribution. The average entropies on the 207 retained layouts are
respectively HM = 5.12 for mono 3D and HS = 4.67 for stereo
3D and this difference is statistically significant (with a Wilcoxon
ranksum test: W (206) = 14939, zvalue = 8.66, pvalue < 0.0001).
This result seems to confirm our initial hypothesis deduced from
videos: user observations are more uniformly distributed in mono
3D than in stereo 3D.

A further analysis of the individual heatmaps helps to precise
the different interaction strategies: in mono 3D, participants tend
to explore the display space more thoroughly by adopting numer-
ous different viewpoints, whereas in stereo 3D, they tend to focus
on a few distinct areas. Typical behaviors are illustrated on figure
2. The time value histogram for mono 3D shows a trend towards
a uniform distribution which corresponds to a homogeneous col-
oration in the heatmap except for a blind area (dark blue). The his-
togram for stereo 3D highlights a large set of smaller time values
and a peak of high values, respectively associated on the heatmap
with a large blue area and a quite small red one. The AR mea-
sure mentioned in section 4.1 corroborates this analysis: a large
AR value (stereo 3D) is associated with more directional changes
which consequently lead successive viewpoints to gravitate around
the same area. A small RA value (mono 3D) is associated with less
directional changes, meaning that successive viewpoints tend to get
farther away in a monotonous fashion.

These results led us to hypothesize that participants are more ef-
ficient in the stereo 3D condition by adopting a smaller set of view-
points. They are probably able to gather the information required
to identify the communities by looking through the visual clutter.
This hypothesis is in accordance with the work of Merritt [23] who
showed that stereoscopy can help distinguish objects through a vi-
sual clutter.

In addition, the equality of the total distances suggests that there
is a non negligible amount of movements which have no substantial
effect on the viewpoint positions. These could be attributed to an at-
tempt by the participants to maintain a constant motion to stimulate
the motion parallax to further enhance their depth perception.

5 CONCLUSION

The results presented in this paper confirm that stereoscopic 3D
outperforms monoscopic 3D in a community detection task where
the graphs are subjects to large amounts of community overlapping.
Moreover, we show that the performance gain of stereoscopic 3D



(a) The triangulation of the bounding sphere of the graph (represented
from the participant’s viewpoint)

(b) For each viewpoint taken by the participant, we increment a value
associated to each visible triangle by the duration spent on this viewpoint.

Figure 1: Heatmap generation

against monoscopic 3D does not come with a trade-off between
efficiency and response times. An analysis of the interactions
involved in the task reveals that these apparently similar response
times are actually associated with different interaction behaviors.
Under the monoscopic condition, participants tend to explore
the display space more thoroughly while under the stereoscopic
condition, they seem to favor the adoption of a smaller set of
viewpoints on the graph.

This observation raises new questions about graph drawings
in stereoscopic 3D. The fact that a smaller set of viewpoints is
required to grasp the structure of the graph in our task suggests
that it might be possible to find an “optimal” viewpoint. 3D layout
algorithms usually allow the drawing to expand equally onto the
3 dimensions. As a result, the vertices distribution across each
dimension are roughly equivalent. With a well-defined viewpoint,
the optical axis (depth) could be used to highlight particular
structures (in a similar fashion to the work of Alper et al. [1]) by
allowing the vertices to span a greater space across that dimension.

Generally speaking, we believe that this study provides strong
evidences that stereoscopic 3D should be added to the 2D con-
tenders in the everlasting “3D or not 3D?” [5] debate. In addition,
we trust that extensive studies on the interactions are primordial to
better understand the underlying cognitive processes of visual an-
alytics which could, in turn, allows us to refine our visualization
techniques. But such breakthrough would first require the formal-
ization of a global framework to allow for the comparison between
the visual representations and interaction techniques for high-level
tasks encountered in data exploration.
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